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 . مقدمات 1

 

 ق یعم  ی ریادگی   1.1

(  ANN)   یمصنوع  یعصب یهااست که از شبکه  ی شاخه از هوش مصنوع   کی( deep learning)  قیعم یریادگی

مشابه با مغز    یاز ساختار  ی مصنوع   ی عصب  ی ها. شبکهکند یها استفاده م الگوها و روابط در داده  یریادگی  یبرا

پردازش زبان  ر،یتصو صیتشخ ازجمله ف،یاز وظا یاگسترده فیانجام ط یبرا توانندیو م کنند یانسان استفاده م 

  توجهیقابل  ی هاشرفت یپ   ریاخ  یهادر دهه  قیعم  یریادگی  استفاده شوند.   ،یتیتقو  نیماش  یریادگیو    یعیطب

اکنون   و  است  قدرتمندتر  یکیداشته  مصنوع   یابزارها  نیاز    ی فناور  کیهنوز    قیعم  یریادگی  است.  یهوش 

در حال حاضر در   یفناور  نیا  را دارد.  هانه یاز زم  یاریدر بس   یریچشمگ  رییتغ  لیاست، اما پتانس  توسعهدرحال

 :ازجمله شود،یاز کاربردها استفاده م  یاگسترده فیط

  ی در کاربردها  یفناور  نی. اشودی استفاده م  ریو افراد در تصاو  ایاش  صیتشخ  یبرا  قیعم  یریادگی  :ریتصو  صیتشخ •

 . شودی افزوده استفاده م  تیاقعو   یپزشک  ت،یمانند امن  یمختلف

  ی در کاربردها   یفناور   نی. اشودی درک و پردازش زبان انسان استفاده م  یبرا  قی عم  یر یادگی  :یعیزبان طب  پردازش •

 . شودی به سؤالات استفاده م  ییاطلاعات و پاسخگو  یجستجو  ن،یمانند ترجمه ماش  یمختلف

الگور  یبرا   قیعم  یر یادگی  :یتیتقو  نی ماش  یریادگی • وظا  یبرا   نیماش  یریادگی  ی هاتم یآموزش  مانند    یف یانجام 

 . شودی و کنترل خودکار استفاده م  ییدئوی و  یهای باز

 ق یعم  ی ریادگی  ی ای مزا  1.1.1

 :ازجملهدارد،  نیماش  یریادگی  یهاروش رینسبت به سا یمتعدد  یایمزا قیعم یریادگی

  رند یبگ   ادیها  را در داده   یا ده یچیپ  یالگوها   توانندی م  یمصنوع  یعصب  یها: شبکه دهیچیپ  یالگوها  یری ادگی  ییتوانا •

 . ستین  ری پذامکان   یسنت   نیماش  یریادگی  یهاکه با روش 

  ی ها برا از داده  یادیاز حجم ز  توانندیم  یمصنوع   یعصب  یهاشبکه :  هااز داده  یاد یاز حجم ز  یریادگی  ییتوانا •

 . ستی ن  ریپذکمتر امکان   یهاکه با داده   رندیبگ  ادیرا    ییالگوها  دهدی امکان م  هاآنامر به    نیاستفاده کنند. ا  یریادگی
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 ی با هوش مصنوع  دهیتنشیپ  یبتن یرهایت یطراح

محدود    یآموزش  یهاکه به داده  رندیبگ  ادیرا    ییالگوها  توانندیم  یمصنوع  یعصب  یها: شبکه یسازی عموم  ییتوانا •

 داشته باشند.   یعملکرد خوب  دیجد  طیدر شرا  دهدی امکان م  هاآن امر به    نی. استندین

 ق یعم  ی ریادگی  ب یمعا 2.1.1

 : ازجملهدارد،   یبیمعا زین قیعم یریادگی

  ی آموزش  یهااز داده  یادیبه حجم ز  دهیچیپ   یالگوها   یر یادگی  یبرا  قیعم  یریادگی:  ادیز یآموزش یهابه داده   ازین •

 دارد.   ازین

  ی اجرا  تواند یامر م  نیرا به همراه داشته باشد. ا  یادیمحاسبات ز  تواندیم  قیعم  یر یادگی:  ادیبه محاسبات ز  از ین •

 محدود دشوار کند.  یبا منابع محاسبات  یهارا در دستگاه   یمصنوع  یعصب  یهاشبکه 

منجر به    تواندیخطاها م  نیکند. ا  جادیا  یتمیالگور  یخطاها   تواندی م  قیعم  یریادگ ی:  تمیالگور ی بروز خطا احتمال •

 نادرست شود.   جینتا

 ق یعم  ی ریادگی  نده یآ  3.1.1

  ی ر یچشمگ  رییتغ  لیاست و پتانس  یهوش مصنوع   یابزارها  نیاز قدرتمندتر  یک یدر حال حاضر    قیعم  یریادگی

خود ادامه دهد و    شرفتیبه پ   نده یآ  ی هادر سال  قیعم  یریادگی که    رودیرا دارد. انتظار م   ها نهیاز زم  یاریدر بس

 .بربگیردرا در  یشتریب ی کاربردها

 ن یماش  ی ریادگی  2.1

از هوش مصنوعیشاخه  (Machine Learning) یادگیری ماشین رایانه  (AI) ای  به  اجازه میاست که  دهد  ها 

ها  دهد الگوها و روابط را در دادهها امکان میها بیاموزند. یادگیری ماشین به رایانهدادهریزی صریح، از  بدون برنامه

  یریادگ. ی گیری یا انجام سایر وظایف استفاده کنندبینی نتایج، تصمیمتشخیص دهند و از این اطلاعات برای پیش

  سرعتبهدر حال رشد است که    یفناور  کی  نیماش  یریادگی   مختلف دارد.   عیدر صنا  یاگسترده  ی کاربردها  نیماش

  ی خود ادامه دهد و کاربردها  شرفتیبه پ   ندهی آ  یهادر سال  نیماش  یریادگیکه    رودیاست. انتظار م  رییدر حال تغ

 :کلی تقسیم کرد دودستهتوان به یادگیری ماشین را می .بربگیردرا در  یشتریب

های  های آموزشی که شامل ویژگی، رایانه با داده ( Supervised Learning) شدهدر یادگیری نظارت :  شدهیادگیری نظارت  •

این داده است، آموزش می   هاآن های خروجی  ها و برچسب داده  از  برای یادگیری رابطه بین ویژگیبیند. رایانه  ها و  ها 

های جدید استفاده  های خروجی برای داده بینی برچسب توان از این مدل برای پیش کند. سپس می ها استفاده می برچسب 

 .کرد

های  هایی که فقط شامل ویژگی، رایانه با داده (Unsupervised Learning)  یادگیری بدون نظارت  در  :نظارت یادگیری بدون   •

کند. این الگوها و  ها استفاده می ها برای شناسایی الگوها و روابط در داده بیند. رایانه از این داده ها است، آموزش می داده 

 .ها یا سایر اهداف استفاده شوند ها، کاهش ابعاد داده بندی داده توانند برای دستهروابط می 

 :از اندعبارتبرخی از کاربردهای رایج یادگیری ماشین 
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 . مقدمات 1

شود. این فناوری در کاربردهای  یادگیری ماشین برای شناسایی اشیا و افراد در تصاویر استفاده می   :تشخیص تصویر •

 .شود اقعیت افزوده استفاده می و مختلفی مانند امنیت، پزشکی  

شود. این فناوری در کاربردهای  یادگیری ماشین برای درک و پردازش زبان انسان استفاده می  :پردازش زبان طبیعی •

 .شودمختلفی مانند ترجمه ماشین، جستجوی اطلاعات و پاسخگویی به سؤالات استفاده می 

برای  :  بینیپیش • ماشین  استفاده میپیشیادگیری  آینده  نتایج  مانند  بینی  مختلفی  کاربردهای  در  فناوری  این  شود. 

 .شودمدیریت خطر، بازاریابی و امور مالی استفاده می 

 های یادگیری ماشین انواع الگوریتم 1.2.1

برای یک نوع خاص از وظایف مناسب هستند.    هرکدامهای یادگیری ماشین مختلفی وجود دارد که  الگوریتم 

 :از اندعبارتهای یادگیری ماشین رایج برخی از الگوریتم 

 .شوند های مختلف استفاده می ها به گروه بندی داده بندی برای طبقه های طبقه الگوریتم :بندیهای طبقه الگوریتم  •

 .شونداستفاده می ها  های مشابه در داده بندی برای شناسایی گروه های خوشه الگوریتم :بندیهای خوشهالگوریتم  •

پیش   رگرسیونهای  الگوریتم:  رگرسیونهای  الگوریتم  • داده برای  برای  پیوسته  مقدار  یک  استفاده  بینی  جدید  های 

 .شوندمی

الگوریتمالگوریتم:  های یادگیری ماشین تقویتیالگوریتم  • برای آموزش  انجام  های یادگیری ماشین تقویتی  برای  ها 

 .شوندهای ویدئویی و کنترل خودکار استفاده می وظایفی مانند بازی 

 های یادگیری ماشینچالش  2.2.1

قدرتمند   یفناور  کی  نیماش  یریادگی ها،  چالش  باوجودهای مختلفی روبرو است.  یادگیری ماشین با چالش

  اندعبارتهای یادگیری ماشین برخی از چالش را دارد. هانه یاز زم یاریدر بس یر ی چشمگ رییتغ لیاست که پتانس

 :از

الگوها و روابط در داده  :های آموزشی زیادنیاز به داده  • های آموزشی  ها نیاز به دادهیادگیری ماشین برای یادگیری 

 .زیادی دارد

الگوریتم • خطای  بروز  می الگوریتم :خطر  ماشین  یادگیری  خطاها  های  این  کنند.  ایجاد  الگوریتمی  خطاهای  توانند 

 .تواند منجر به نتایج نادرست شودمی

تواند اجرای  تواند محاسبات زیادی را به همراه داشته باشد. این امر می یادگیری ماشین می :های محاسباتیمحدودیت •

 .های با منابع محاسباتی محدود دشوار کندهای یادگیری ماشین را در دستگاه الگوریتم

 ق یعم  ی ریادگیو   نیماش یر یادگیتفاوت    3.2.1

مصنوع   دوشاخه  قیعم  یریادگیو    نیماش  یریادگی را  یاز هوش  به  که  م  هاانهیهستند  بدون    دهندیاجازه 

 جود دارد. ود نیا نی ب یدی کل یها، تفاوتحالبااین.  اموزندیها باز داده ح،یصر یزیربرنامه

 های کلیدی بین یادگیری ماشین و یادگیری عمیقتفاوت
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 ی با هوش مصنوع  دهیتنشیپ  یبتن یرهایت یطراح

الگوریتم های یادگیری ماشین معمولاً ساختار ساده الگوریتم :هاالگوریتم ساختار   • های یادگیری عمیق  تری نسبت به 

ها  های یادگیری ماشین معمولاً از یک یا چند تابع ریاضی ساده برای یادگیری الگوها و روابط در دادهدارند. الگوریتم 

تری  کنند که ساختار پیچیده های عصبی مصنوعی استفاده می های یادگیری عمیق از شبکه کنند. الگوریتماستفاده می 

 .که به یکدیگر متصل هستند  اندشده تشکیلهای عصبی مصنوعی از چندین لایه از واحدهای پردازشی ساده  دارند. شبکه 

آموزشی  میزان داده  • داده الگوریتم :موردنیازهای  از  زیادی  به حجم  معمولاً  یادگیری عمیق  نیاز  های  آموزشی  های 

کنند که برای  های یادگیری آماری استفاده می های عصبی مصنوعی از الگوریتم دارند. این امر به این دلیل است که شبکه

های آموزشی  های یادگیری ماشین معمولاً به داده های زیادی نیاز دارند. الگوریتمها به داده یادگیری الگوها و روابط در داده 

 .کمتری نیاز دارند

که با    رادارندای  های یادگیری عمیق توانایی یادگیری الگوهای پیچیده الگوریتم :توانایی یادگیری الگوهای پیچیده •

های عصبی مصنوعی است.  پذیر نیست. این امر به دلیل ساختار پیچیده شبکههای یادگیری ماشین سنتی امکانروش 

 .های یادگیری ماشین معمولاً توانایی یادگیری الگوهای پیچیده را ندارندالگوریتم

 ی مصنوع  یشبکه عصب  3.1

عصب محاسبات   کی(  ANN)  اختصاربه  ای  artificial neural networks  یمصنوع   یشبکه  از    یمدل  که  است 

  یمصنوع   یعصب   یها. شبکهکندیها استفاده مالگوها و روابط در داده  یریادگی  یمشابه با مغز انسان برا  یساختار

  . شودیم  ده ی نورون نام  ، یمتصل هستند. هر واحد پردازش  گر یکدیکه به    اند شدهتشکیلساده    یپردازش  ی از واحدها

 ی ورود  هیلا کند،یم  افتیرا در  یورود  یهاکه داده  یاهی. لاشوندیمتصل م  گریکد یبه    ییهاهیلا  صورتبه  هانورون 

  یورود هیلا  نیب یهاهی. لاشودیم  دهی نام یخروج هیلا  کند،یم دیشبکه را تول یکه خروج یاهی. لاشودیم  دهینام

 . شوندیم  دهیپنهان نام   یهاهیلا  ،یخروج هیو لا

 ی مصنوع  عصبیشبکه    اصلی فلسفه    1.3.1

های معمول  برای تقریب زدن روش مغز انسان پردازشی  هایویژگی  کردن  مدل  مصنوعی،  عصبی  شبکه  اصلیفلسفه  

  بین  ارتباط  دانش  که  است  روشی  مصنوعی   عصبی، شبکه  دیگربیانبهمحاسباتی با روش پردازش زیستی است.  

 . کندمی ذخیره مشابه موارد در استفاده برای و فراگرفته آموزش طریق از را داده مجموعه چند

 :کندمی عمل انسان مغز مشابه جهت دو  از پردازنده این

 .گیردمی  صورت  آموزش  طریق  از  عصبییادگیری شبکه   •

 .گیردمی   انجام  انسان  مغز  عصبیسازی اطلاعات، در شبکه  مشابه با سیستم ذخیره   وزن دهی •

 ی مصنوع  یعصب  یهاشبکه  ی کاربردها  2.3.1

؛ کاربرد داشتند  یو مهندس  یخاص مانند هوش مصنوع   یهانهیفقط در زم  یمصنوع   ی عصب  یها، شبکهدرگذشته

  قدریبه  یعصب  یهاگفت که کاربرد شبکه  توانیم  ی . حتشوندیاستفاده م  جاهمهدر    ی عصب  ی هااما امروزه، شبکه

 .تدر نظر گرف   یاضیر هیپا   اتیرا مانند عمل ها آن  توانیاست که م  ادیز
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 . مقدمات 1

  یاز کاربردها  یاز مسائل استفاده شوند. برخ  یاگسترده  ف یحل ط  یبرا  توانندیم  ی مصنوع   ی عصب  ی هاشبکه 

 از: اند عبارت ی عصب یهاشبکه  جیرا

شبکه بندیطبقه • می:  عصبی  طبقه های  برای  داده توانند  ویژگیبندی  اساس  بر  شوند.    هاآن های  ها  استفاده 

 .بندی اسناد استفاده شوند و طبقه  بندی تصاویرتوانند برای تشخیص چهره، طبقه های عصبی می ، شبکه مثالعنوان به

های عصبی ، شبکه مثالعنوان بهبینی مقادیر آینده استفاده شوند. توانند برای پیش های عصبی می : شبکه بینیپیش •

 .بینی ترافیک استفاده شوندو پیش   وهواآببینی  بینی قیمت سهام، پیش توانند برای پیش می

های عصبی ، شبکه مثالعنوان به های پیچیده استفاده شوند.  توانند برای کنترل سیستم های عصبی می : شبکه کنترل •

 .و کنترل فرآیندهای صنعتی استفاده شوند   ها، کنترل هواپیماهاتوانند برای کنترل ربات می

 آورده شده است:  یعصب  یهاشبکه   ی چند مثال از کاربردها نجایا در

 کاربرد  زمینه

علوم  

 وتریکامپ
 ی نظارت  یافزارهانرمتوسعه  و  ری تصاو صیتشخ، اسناد یبندطبقه

 از راه دور  ی و جراح توسعه داروها ، یماریب  صیتشخ یپزشک

 ی سندگیو نو  ینقاش  ،یقیموس دیتول هنر

 کنترل  یهاستمیس یو طراح آلاتنیماش ی اب ی بیمصرف برق، ع ینیب شیپ یمهندس

 ی گذارهی سرما   یهایتوسعه استراتژو  سک یر  تی ری مد ،بازار سهام ینیب شیپ اقتصاد

 ها و موادها، مولکولرفتار اتم یسازمدل کیزیف

 خواص مواد  ینیبشیو پ ییا یمیش یهاواکنش یسازمدل یمیش

 تی و ترب  آموزشو  ت یو هدا  کنترل، یریگمیو تصم ینیب شیپ، صیو تشخ ییشناسا  ی علوم نظام

 ها و بدن انسان ها، انداممانند سلول یستیز  یهاستمیس یسازمدل یشناسستیز

 یروانشناس
اختلالات   صیتشخ، یریگمیو تصم یریادگیمانند حافظه،   یشناخت یندهایفرا یسازمدل

 د ی جد یهاها و توسعه درماندرمان ی اثربخش یاب یارز   ،یروان 

 ی نجوم یدادها یرو ینیب شیو پ ینجوم یهاستمیس  ی سازها، مدلتلسکوپ ی هاپردازش داده نجوم 

علوم  

 ی اجتماع
 ی تیجمع  یو روندها یمصرف یهاشی مانند انتخابات، گرا ،یاجتماع یرفتارها ینیب شیپ

 ی اری آب  تی ری و مد یاهیگ ی هایماریآفات و ب  ص یتشخ ،یمحصولات کشاورز ینیب شیپ ی کشاورز

 یمصنوع  یعصب  یهاانواع شبکه 4.1

  یهاروش نیترجیاز را ی کیکرد.  یبندمختلف طبقه   یارهایبر اساس مع توانیرا م ی مصنوع  یعصب  یهاشبکه 

 است.  هاآن  یبر اساس توپولوژ ی عصب یهاشبکه یبندطبقه 
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 ی با هوش مصنوع  دهیتنشیپ  یبتن یرهایت یطراح

  یواحدها انیدر آن اتصال م ؛ کههای عصبی هستندترین نوع شبکهساده (FFN) 1خورهای عصبی پیششبکه 

که جهت   کندیحرکت م  ریمس  کیشبکه اطلاعات تنها از    ن ی. در ادهندینم  لیچرخه را تشک  یکآن  دهندهتشکیل 

وجود(   در صورتپنهان )  یهاهیو گذر از لا  یورود  ی( هااز گره )نورون  با شروعاطلاعات    درواقع.  هست  جلوروبه آن  

 وجود ندارد.  یدور ایشبکه حلقه  ن یکه گفته شد در ا طورهمان. روند یم  یخروج یهابه سمت گره

 

 لایه ورودی

  لایه خروجی 

 
 خور عصبی پیش شبکه: 1.1شکل

بازگشتی شبکه  عصبی  از شبکهپیچیده(  RNN)  2های  پیشتر  عصبی  نوع شبکه های  این  در  ها،  خور هستند. 

های عصبی بازگشتی برای ها جریان داشته باشند. شبکه رفت و برگشتی بین نورون  صورتبهتوانند  ها میسیگنال

 .شوندحل مسائلی که به حافظه نیاز دارند، مانند تشخیص گفتار و ترجمه ماشینی، استفاده می

 

 لایه ورودی

  لایه خروجی 

 
 یبازگشت یعصب شبکه: 2.1شکل

 

 

 
1 Feedforward Neural Networks 
2 Recurrent Neural Networks 
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 . مقدمات 1

 یعصب  ی هاشبکه  گریانواع د  1.4.1

های عصبی نیز وجود دارند. برخی از انواع دیگر  خور و بازگشتی، انواع دیگر شبکههای عصبی پیشعلاوه بر شبکه

 :از اندعبارتهای عصبی شبکه 

بندی ها برای مسائل طبقهاین نوع شبکه(:  Radial Basis Function Networks)  های عصبی شعاعی پایه شبکه  •

 .شوندبندی استفاده میو خوشه 

ها  ها برای شناسایی الگوها در دادهاین نوع شبکه (:  Self-Organizing Maps)   ده های عصبی خودسازمانشبکه  •

 .شونداستفاده می

ها دارای چندین لایه نورونی هستند و برای این نوع شبکه(:  Deep Neural Networks)  قیعمهای عصبی  شبکه  •

 .شوندحل مسائل پیچیده مانند تشخیص تصویر و ترجمه ماشینی استفاده می

 

 

 

 

 

 

 

 

 

 

  کنندی معجزه نم یعصب  یهاشبکه 

 .کنندی خلق م  آوریشگفت  ج یاما اگر خردمندانه به کار گرفته شوند نتا 
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 ی با هوش مصنوع  دهیتنشیپ  یبتن یرهایت یطراح

 2  ییبر اساس استاندارد اروپا  یدگیتنشیپ  5.1

 مقدمه  1.5.1

 ؟ یدگیتن  شیچرا پ  1.5.1.1

 ی تریدهانه طولان  توانیکه در آن م   شوندیاستفاده م   یساختمان  یهامعمولاً در سازه  تنیدهپیش  یبتن  یهاسازه

بتن مسلح در    یهابا سازه  سهیو در مقا  دادکرد، ضخامت سازه را کاهش    یریجلوگ  یخوردگاز ترک  و   کرد  جادیا

مقابله   یبرا  یبتن  یاعضا  یبرا  هیاول  یفشار  هایتنش  جاد یا  ،ی دگیتن  ش یپ   یعملکرد اصل  کرد.  ییجوصرفه  هانهیهز

در برابر   یسازه نسبت به بتن معمول  ی اعضا  شود میاست که باعث    یلیتحم  یاز بارها   یناش   ی کشش  هایتنشبا  

 ترعمقکمو    ترسبک  یسازه بتن  کیتا    کندیامکان را فراهم م   نیا  کیتکن  نیا  شوند.   ترمقاومبار، ضربه و ارتعاش  

  ا یو    1(یداخل  ی دگیتن  شی)پ   یبتن  یدر داخل اعضا  تواند می  تنیدهپیشفولاد    بدون کاهش مقاومت ساخته شود.

 . ردیقرار گ 2(یخارج ی دگیتن ش یخارج از اعضا )پ 

 :شوندمی بندیطبقه یبه دو نوع اصل طورکلیبه  یداخل تنیده پیش یاعضا

 شده است.  دهیبه بتن چسب  میمستق  طوربه  تنیدهپیشفولاد  :  دهیتنش یبتن پ •

 به بتن متصل کرد.  وستهیناپ  ای  دهیچسب  صورتبه  توانمیرا    تنیدهپیشولاد  ف:  دهیتنبتن پس  •

 ی بارگذار  طیو شرا  ایسازهقاب    کی  یبرا  رایدارد، ز  توجهیقابل  تینسبت به بتن مسلح مز  تنیده پیشبتن  

از بارها  جوییصرفه است.    موردنیازکوچک    تنیدهپیش  یعضو بتن  کیمشخص، تنها    طور بهوزن خود    یحاصل 

که بار وزن خود    یی است، جا  توجهقابل  ها سالنو    ها ایستگاه،  هاپلبا دهانه بلند مانند    های سازهدر    توجهیقابل

  هایهزینهدر کاهش    ی عامل مهم  تواند می  نی. کاهش بار وزن خود همچندهد می  لیاز کل بار را تشک  ی ادیدرصد ز

ساختمان  کی که ارتفاع کل  یدر موارد ن،یباشد. علاوه بر ا فیخاک ضع باکیفیت یدر مناطق  ویژهبه ون،یفونداس

در ارتفاع محدود    ی تا طبقات اضاف  دهدمیاجازه    تنیده پیش  هایتکنیکاز    یطبقه ناش  تفاعمحدود است، کاهش ار

کند   یریجلوگ ها ترکمناسب از   گیدیتن شیبا پ تواند میاست که  ن یا تنیدهپیشبتن   گر ید ت یساخته شوند. مز

  عات،یما  ینگهدار  هایسازهمانند    هایی زیرساخت  یدوام و مقاومت در برابر ضربه، لرزش و شوک برا  جادیا  یکه برا

قرار گرفت،   موردبحثکه در بالا    تنیدهپیشبتن    یایمهم است. در مقابل مزا  هاساختمانو    کشیلوله   هایقاب

فشرده    یدگ یتن ش یپ  ل یبه دل برداریبهرهعمدتاً تحت بار  تنیده پیش  یوجود دارد. مقاطع بتن زین  بیاز معا یبرخ

  نظر ازنقطه   شود.  دیتشد   تواندمی  هاخزش از    یناش   مدتطولانی  خیزمانند    یهرگونه مشکل ذات  نی، بنابراشوندمی

 
1 Internal Prestressing 
2 External Prestressing 
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. مقدمات 1

ماهر دارد    نیروی کارو    یمهاربند  یهادستگاه  ده، یچیپ   یکشش  زاتیبه تجه  ازین  یدگ یتن  ش یپ   ند یفرآ  ،وسازساخت

 از مناطق دورافتاده در دسترس نباشد.  یکه ممکن است در برخ

 یدگیتن  شی اصل پ  2.5.1.1

،  شودمیبار معادل شناخته    عنوانبهکه    و بار رو به بالا  تنیده پیشکابل    یرویاز ن   ی ناش  ی دگیتن  شیپ   هیاثرات اول

نشان    1.1.1که در شکل    طورهماندر هر مقطع،    ریبا مرکز ثقل ت  تنیدهپیشکابل  خارج از مرکز بودن    لیبه دل

، مانند بار مرده  نییپارو به    شده اعمال  یاز بارها  یخشند بتوانمیرو به بالا    ی. بارهاشودمی  جادیاست، ا  شدهداده

را در بتن    ی تنش کشش  تنها نه  یتنش فشار  گر،ید  یمنتقل کنند. از طرف   ها گاهتکیهبه    میمستق  طوربهرا    و بار زنده

. دهد می شیافزا زیرا ن تنیدهپیش ریت ی، بلکه مقاومت برش دهدمیکاهش 

 : ادداشتی

P - ده یتنشیپ هایکابل از  یناش یدگ یتن  شیپ یروین 

e - ده یتنشی پ هایکابل از مقطع مرکز به  یتخروج از مرکز 

M - ی خارج  یاز بارها یناش  یگشتاور خمش 

A - شکل،  لی مقطع مستط یبرا. سطح مقطعA=b×h 

W - یل یمقطع مستط یبرا .کی مدول مقطع الاست ، W=bh²/6

.یدگیتن شیاصل اثرات پ 1.1.1شکل 
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